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Snow processes in mid- and north-latitude basins and their interaction with runoff generation at hyper-
resolution (<1 km and <hourly) pose challenges in current state-of-the-art distributed hydrological mod-
els. These models run typically at macro to moderate scales (>5 km), representing land surface processes
based on simplified couplings of snow thermal physics and the water cycle in the soil-vegetation-
atmosphere (SVA) layers. This paper evaluates a new hydrological model capable of simulating river
flows for a range of basin scales (100 km2 to >10,000 km2), and a particular focus on mid- and north-
latitude regions. The new model combines the runoff generation and fully distributed routing framework
of the Coupled Routing and Excess STorage (CREST) model with a new land surface process model that
strictly couples water and energy balances at the SVA layer, imposing closed energy balance solutions.
The model is vectorized and parallelized to achieve long-term (>30 years) high-resolution (30 m to
500 m and subhourly) simulations of large river basins utilizing high-performance computing. The model
is tested in the Connecticut River basin (20,000 km2), where flooding is frequently associated with inter-
actions of snowmelt triggered by rainfall events. Model simulations of distributed evapotranspiration
(ET) and snow water equivalence (SWE) at daily time step are shown to match accurately ET estimates
from MODIS (average NSCE and bias are 0.77 and 6.79%) and SWE estimates from SNODAS (average cor-
relation and normalized root mean square error are 0.94 and of 19%); the modeled daily river flow sim-
ulations exhibit an NSCE of 0.58 against USGS streamflow observations.

� 2017 Elsevier B.V. All rights reserved.
1. Introduction

The water cycle has been extensively studied in terms of land
surface modeling (Liang et al., 1994; Ludwig and Mauser, 2000;
Wang et al., 2011), yet in mid- and high-latitude regions affected
by heavy snow, acceptable performance with a hydrological model
is difficult to achieve (Parr et al., 2015). The snow accumulation and
melting process in these regions greatly affects both thermal and
water budgets (Anderson, 2006, 1976; Bartelt and Lehning, 2002;
Lehning et al., 2002a), which in turn control evapotranspiration, soil
temperature, and soil moisture calculations. These processes that
greatly impact spring flow simulations have been studied exten-
sively by both hydrological and snow process modeling groups. In
forested areas, great efforts have been exerted to simulate snow
processes (Anderson, 1976; Andreadis et al., 2009; Bartelt and
Lehning, 2002; Lehning et al., 2002a; Lehning et al., 2002b; Fu
et al., 2014). Even after calibration, however, these model
simulations and observations have agreed only on annual amounts,
while the uncertainty in daily values is considerable (Fu et al.,
2015). This land surface modeling uncertainty has a great impact
on flow simulations (Essery et al., 2009). In addition, most afore-
mentioned snow models are designed merely for one-dimensional
simulations, while the distributed hydrological models are suitable
for simulations at moderate (>5 km) to macro (>1/8�) scales.

Current hydrological models use concepts from snowmodels by
fully or loosely coupling with their original land surface schemes.
For this paper, we applied a strictly closed energy balance (EB)
solution to represent snow-affected water cycle processes and
interactions with vegetation in forested areas. The difficulty of
solving EB lies in structuring the air-vegetation-soil layers under
various land surface conditions, formulating thermal/water bal-
ance equations within layers and flux/mass exchanges between
layers, deriving distributed parameters, and making the nonlinear
system within every grid cell converge efficiently. The computa-
tions become more challenging when these processes are to be
resolved over large regions (ranging from large basins to conti-
nents) and long periods (multiple decades) at fine spatiotemporal
scales.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jhydrol.2017.05.048&domain=pdf
http://dx.doi.org/10.1016/j.jhydrol.2017.05.048
mailto:xinyi.shen@uconn.edu
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Originating from lumped hydrological models, the linear reser-
voir routing (LRR) can also been extended to distributed hydrolog-
ical models with promising efficiency and acceptable accuracy,
such as the parallel linear reservoir (PLR) (Lázaro et al., 2015)
and fully distributed linear reservoir (FDLRR) (Shen et al., 2016).

Here we describe the development and evaluation of a new
model aimed at improving the accuracy of hydrological simula-
tions in snow- and forest-covered regions at fine spatiotemporal
resolution (30 m to 500 m and hourly time steps) and for long peri-
ods (35 years to 50 years). Specifically, we extended the distributed
hydrological framework of the Coupled Routing and Excess STor-
age (CREST) model (Wang et al., 2011; Shen et al., 2016) to physi-
cally integrate hydrological and snow processes, including
vegetation interception, evapotranspiration, soil infiltration and
snow accumulation, melting, and refreezing. Furthermore, param-
eters of CREST’s runoff generation module are distributed and can
be physically derived, while the routing parameters are uniform
and can be optimized based on observed stream flow data.

In the next section we describe the development of the model,
including its land surface structure and the methodology imple-
mented for coupling water and energy balances. In Section 3 we
describe the model validation over the Connecticut River. We dis-
cuss the model performance evaluation in Section 4, and in Sec-
tion 5 we present our conclusions and thoughts on future
directions. Abbreviations used in this paper are defined in Table 1.
2. Methodology

2.1. Model overview

We selected the CREST hydrological model as the framework for
this study because of its computationally efficient, fully distributed
routing module (Shen et al., 2016) that can run large basin
(�106 km2) simulations at fine spatiotemporal resolution (30 m
to 1 km spatial grid resolution and hourly time steps) over long
periods (a few decades). However, CREST’s current simple runoff
generation scheme does not explicitly account for vegetation struc-
ture or the energy balance—processes that are critical for mid- and
high-latitude regions affected by mixed phase precipitation.

In this paper, we extended the CREST model implementing a
physically-based runoff generation module that explicitly repre-
sents the different vegetation structures and snow processes, as
depicted in Fig. 1.The runoff generation module solves for the cou-
pled water and energy balances, using as input dynamic variables—
namely, meteorological variables (precipitation, radiation, humid-
ity, wind speed), and leaf area index (LAI)—and static parame-
ters—land cover, soil properties, vegetation species descriptions,
and impervious ratios. The new version of CREST is named
CREST-SVAS to represent the model’s extension in terms of soil-
vegetation-atmosphere-snow (SVAS) processes.
Table 1
Abbreviations used in this paper.

Abbreviation Full Name

CREST coupled routing and excess storage
SVA soil-vegetation-atmosphere
SVAS soil-vegetation-atmosphere-snow
ET evapotranspiration
SWE snow water equivalence
EB energy balance
LAI leaf area index
NSCE Nash-Sutcliffe efficiency coefficient
RMSD root mean squared difference
NRMSD normalized root mean squared difference
HPC high performance computer
VIC variable infiltration capacity
2.2. Characterization of the Soil-vegetation-atmosphere structure

To compute the redistribution of precipitation at the vertical
dimension, water and thermal balances must be simultaneously
solved. In a given layer, we solve water balance for the water avail-
ability, which in turn greatly affects the temperature we solve for
in the thermal balance. Knowing the temperature change, we can
then estimate the amount of energy that is spent in changing the
phase and amount of water.

Accurate modeling of the water and temperature variables
depends primarily on the characterization of soil-vegetation-
atmosphere (SVA) interactions through coupling of the water and
thermal balances. Conceptually, we classify plants into two cate-
gories: with canopy and without canopy. The former are able to
intercept both snowfall and rainfall, while the latter can only inter-
cept rainfall. Considering the thermal insulator property of snow,
temperature differences may occur between the canopy layer,
adjacent air and encapsulating air of the canopy layer. The SVA,
therefore, is thermally divided into, at most, five layers, as shown
in Fig. 1. The snowpack layer vanishes when the ground has no
snow accumulation, as does the atmospheric layer when there is
no intercepted snow. Snowpack is divided into two layers, the sur-
face layer and pack layer, to mimic the thermal insulator function
of a snow layer between soil and air. As in (Liang et al., 1999), soil is
thermally divided into two layers and physically divided into three
layers. The coupled water and energy balance computational steps
based on this conceptual structure are depicted in Fig. 2.

2.3. Water balance

Water exchanges in the rainfall runoff generation module
include the interception of precipitation and evapotranspiration
(ET) by vegetation; the accumulation and melting of the snow
pack, its refreezing, and, finally, the outflow of the pack water;
and the percolation by water of multiple soil layers. When precip-
itation first reaches the SVA structure, it undergoes the intercep-
tion process if vegetation is present. Then, through-fall triggers
the snow accumulation or melting process on the ground if there
is snow or if the though-fall itself contains snow. Finally, the out-
flow from the snowpack or, in a snow-free grid, the through-fall
infiltrates soil layers. Meanwhile, ET is taking place, including the
evaporation and/or sublimation and/or from intercepted water
and transpiration by plants.

2.3.1. Interception by vegetation
Precipitation is partitioned into snowfall and rainfall as a func-

tion of surrounding air temperature (Anderson, 2006). Snow inter-
ception, then, consists of canopy area accumulation, the blowing of
snow from the canopy by wind, and melting-triggered release.
Based on previous findings on the dependence of snow intercep-
tion on vegetation properties and climatic variables (Satterlund
and Haupt, 1970), the maximal holding capacity of the canopy is
proportional to the LAI (Kobayashi, 1987) and the canopy temper-
ature (Ohta et al., 1993), and the increment of the interception dur-
ing a time step is proportional to the snowfall (Storck et al., 2002).
The snow blowing process is driven by wind speed, following
Bowling et al. (2004). Similarly, liquid water interception capacity
is affected by the intercepted snow, the LAI, and the temperature,
following the method used by (Andreadis et al., 2009).

2.3.2. Snowpack accumulation and ablation
The precipitation remaining after the interception process,

together with the released drips from the vegetation layer, form
the through-fall precipitation. Solid water contained in the
through-fall contributes to the formation of the snowpack on the
ground surface, which may contain solid and/or liquid water (if



Fig. 1. Interface and structure of the model consisting of a runoff-generation and routing component.
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the temperature of the given layer is at 0 �C). Depending on the
solid amount, both layers have a certain capacity of liquid water
storage that is modeled following Anderson (1976). For simplicity,
the SWE boundary between the surface and pack layer is concep-
tually fixed at 125 mm. In other words, when solid water accumu-
lation on the surface layer does not exceed this fixed SWE amount,
no pack layer would exist.

Compaction, in which fresh snow is redistributed into the two-
layer structure of the snowpack, is the first step of accumulation. It
is followed by the evaporation, sublimation melting, or refreezing
process. The amount of evaporation and sublimation is limited
by the water availability and determined by the latent heat solved
for by the thermal balance computation that is introduced in Sec-
tion 2.4. Liquid precipitation through-fall first resides in the surface
layer and then is drained into the pack layer if the storage reaches
the holding capacity of the surface layer. Finally, outflow is gener-
ated if the liquid storage exceeds the holding capacity of both
layers.

The microphysics of mass and phase change is complicated
within the snowpack layer. To model it efficiently without losing
overall accuracy, we propose a few rules for accounting for the
mass and phase change in the accumulation and ablation process:

1) Sublimation only happens after liquid water is evaporated
out, and both processes happen only at the surface layer.

2) Liquid water in the pack layer does not ‘‘go up” unless the
capacity of the pack layer is not enough to hold it.

3) Melted water is added to the surface layer first. Therefore,
ice in the pack is always consumed first during the melting
season.

2.3.3. Infiltration
The outflow from snowpack or from through-fall in snow-free

areas triggers the infiltration process. CREST uses the variable infil-
tration curve (Liang and Xie, 2001; Wood et al., 1992; Zhao, 1992;
Zhao and Liu, 1995) to compute the infiltration process in the first
moisture layer and the percolation algorithm of the Soil and Water
Assessment Tool (SWAT) to account for the vertical moisture trans-
port among soil layers. The variable infiltration curve is widely
used in many hydrological models to account for the sub-grid vari-
ability of soil heterogeneity. Since the scope of this model develop-
ment was to improve snowmelt-contributed flood processes, we
considered unnecessary the use of a more physical but computa-
tionally expensive infiltration method (Richards, 1931; Ross,
1990; Van Dam and Feddes, 2000) at this point.

2.4. Thermal balance

The energy balance (EB) represents the physical consistency but
also the modeling complexity of a hydrological model. The com-
plete form of EB in an arbitrary layer of medium can be formulated
by Eq. (1),

Rn ¼ H þ E� Gþ DH þ DM ð1Þ
where Rn is the net radiation (W/m2), H is the sensible heat, E is the
latent heat, G is the conductive heat flux, DH is the heat storage
change of the medium, and DM is the heat induced by mass
changes. Depending on different land cover and snow conditions,
some terms vanish because of insignificance, and neighboring SVA
layers (described in Section 2.2) may be combined into one to real-
ize Eq. (1). Sections 2.4.1 through 0 and Fig. 2 describe the new
model’s realization of equation (1) in different layers and snow
conditions.

2.4.1. Thermal balance in the canopy layer
2.4.1.1. Snow-free condition. As shown in Fig. 2(a), when the canopy
layer is free of snow, H and DH are negligible, and DM does not
exist. Consequently, the temperature of the canopy can be set to
air temperature, and no energy balance needs to be solved. The
canopy layer is combined with the layer beneath—namely, the soil



Fig. 2. Coupled Energy Water redistribution module integrated with a snow accumulation and ablation process in condition of (a) the land cover has a canopy layer and (b)
the land cover is a short vegetation.
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layer or the snowpack layer in the EB equation. The net radiation is
given by Eq. (2),

Rn ¼ ð1� acÞRS þ ec½RL � 2rðTa þ 273:15Þ4� ð2Þ

where RS and RL are downward shortwave and longwave radiation,
ac and ec are albedo and attenuation of the canopy layer,
r ¼ 5:67� 10�8W=ðm2K4Þ is Stefan-Boltzmann constant, and Ta

(�C) is the air temperature. The first and second terms account for
the net shortwave and longwave radiation, respectively. The coeffi-
cient 2 of the outgoing longwave radiation comes from the radiation
of the canopy layer to both the hemispheres. The latent heat, E, con-
tributed by the evapotranspiration (ET), can be directly computed
by the potential ET (PET), which is given by the Penman-Monteith
equation (Allen et al., 1998), and then adjusted by the availability
of intercepted liquid water and soil moisture and the moisture
resistance of vegetation roots (Liang et al., 1994). The conductive
heat, G, represents the ground heat flux is caused by temperature
difference between of the solid layers. It vanishes if the understory
medium is snowpack—because ice and fresh snow have very little
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thermal conductivity—and is given by Eq. (21) if soil is right
beneath. Since negligible heat storage can be used to balance Eq.
(1), it can be unbalanced, that is,

B ¼ Rn þ G� E–0 ð3Þ
B as the rest term is then cast to the understory layer, which

represents the combination mathematically.

2.4.1.2. Snow condition. If snow is intercepted by the canopy layer,
the temperature of the intercepted snow, Tint (�C), is solved for
from EB in the canopy layer independently, and the temperature
of the encapsulating air of the canopy layer, Ten, can be different
from Ta and Tint . Note that it is valid to employ a one-layer snow
model in the canopy layer with uniform temperature, Tint , because
intercepted snow is always thin. To solve for Ten, the EB equation in
the encapsulating air layer is formulated as described in Section 0.

As an alternative to Eq. (2), the net radiation of the canopy layer
is given by Eq. (4),

Rn ¼ sð1þ asÞð1� acÞRS þ ec½RL � 2rðTint þ 273:15Þ4

þ esrðTsurf þ 273:15Þ4� ð4Þ
where c and s represent, respectively, radiation coefficients of the
canopy layer and the understory surface. The sensible heat is pro-
portional to the difference between Tint and Ten,

H ¼ qacp
ra

ðTint � TenÞ ð5Þ

where qa, cp, and ra stand for density of air (kg/m3), specific heat
of air at constant pressure (J�kg�1 K�1), and wind-adjusted aerody-
namic resistance to heat flow (s/m) between the snow surface and
the atmosphere at the near-surface reference height, given by
(Monteith and Unsworth, 2007).

The latent heat, E, given by Eq. (6), consists of the evaporation of
liquid water, Ev , and the sublimation of solid ice, Es, in the canopy
layer upon neglecting transpiration in the snow covering
condition,

Es;v ¼ Ls;vqw
qa

Paqwra
ðea � esurf Þ

� �
ð6Þ

The second factor (in square brackets) of Eq. (6) stands for the
maximal water evaporation rate in depth, which can be limited
by the availability of water. In Eq. (6), qa and qw denote the density
of air and water (kg/m3), respectively; Pa is the atmospheric pres-
sure (Pa), and Ls;v stand for the specific latent heat of sublimation
and evaporation (J/kg) that are computed by Eqs. (7) and (8):

Lv ¼ 2:5008� 106 � 2:36� 103Tint þ 1:6T2
int þ 0:06T3

int ð7Þ

Ls ¼ 2:8341� 106 � 293Tint � 4T2
int ð8Þ

ea is vapor pressure of the air which is a function of relative humid-
ity and Ten, (or specific humidity and Pa); esurf ðTintÞ is the vapor pres-
sure (usually assumed saturated) on the surface of the intercepted
snow surface. The computation of both can be found in (Allen
et al. (1996); Allen et al. (1998)). Note that Es;v is typically negative
when sublimation or evaporation occurs, but can be positive if con-
densation or liquefaction occurs, which indicates the formation of
frost or dew, respectively.

DM is introduced by the heat deficit contained in intercepted
precipitation,

DM ¼ DDHðTa; PÞ
Dt

ð9Þ

where P is total precipitation presented as SWE (m).
Heat deficit is defined as the opposite of the minimal energy the

snowpack needs to return to isothermal status (0 �C):
DHðT; SWEÞ ¼ cice � SWE� T ð10Þ
The heat storage change in intercepted snow comes from two

processes, the change of temperature and phase:

DH ¼ DHðTint; SWEÞ � DHðT�
int; SWEÞ

Dt
þ qwDphLf

Dt
ð11Þ

where T�
int is the average temperature of intercepted snow during

the last time step, SWEint is the total depth of snow water equivalent
(m) intercepted by the canopy, while Dph < 0 (or Dph > 0) is the
depth of refrozen (or melted) water, qw is the density of water
(kg/m3), Dt is the duration of the simulation time step (s) and
Lf ¼ 3:337� 105J=kg and cice ¼ 2:1� 106=m�3�C�1 are the latent
heat of freezing and specific heat of ice respectively. Physically, all
liquid water must be refrozen if Tint < 0; and all solid water must
be melted if Tint > 0, whereas when Tint ¼ 0, the amount and direc-
tion of the phase change can vary within the limit of availability to
balance the energy budget. This variability makes the energy bud-
get as a function of Tint non-differentiable and therefore requires
modification of the traditional numerical solvers, as described in
Section 2.5.

The conductive heat, G, is computed in the same way as when
the canopy is snow free.

2.4.2. Thermal balance in the snowpack
The physics of the EB in the snowpack layer is similar to that of

the EB in intercepted snow. The difference originates from the two-
layer structure of the snowpack and the heat exchange between
the snowpack and the soil. The thermal insulator property of snow
is utilized by setting thermal conductivity to zero in both the sur-
face and pack layer. In other words, heat cannot be conducted
either upward or downward via a layer of snow until the layer
has been entirely melted. Therefore, it is valid to assume that both
the surface and pack layer of snow are of uniform temperature—
T1
pack and T2

pack, respectively. Consequently, a concise way of
accounting for the heat exchange in the two-layer structure is
through the delegation of DH . Compaction redistributes heat deficit
in the two layers proportionally to the amount of mass it redis-
tributes as following:

DMj
H ¼ DSWEi!j

SWEi
Di

H � DSWEj!i

SWEj
D j

H þ Dthru j

thru
Dthru

H ð12Þ

where superscript i and j stand for the surface and pack layer of the
snow pack, respectively, and thru refers to the through-fall. Once
the heat deficit of a snow layer is changed due to compaction, the
new temperature is immediately obtained from Eq. (10).

In the EB of the surface snow layer, H, E; and DH can be com-
puted using Eqs. (5), (6), and (11) by substituting T1

pack for Tint .
The conductive heat, G, only exists when the pack layer vanishes
and is computed by Eq. (21). The net radiation is given by

Rn ¼ ð1� asÞð1� sÞð1� acÞRS

þ esr ecðTc þ 273:15Þ4 � ðT1
pack þ 273:15Þ4

h i
ð13Þ

where Tc is Ta if the canopy is snow-free, or Tint otherwise.
In the EB of the pack layer, Rn, E, and H vanish for the pack layer,

and DH is computed in the same way as in the surface layer, using
T2
pack instead of T1

pack. G is computed by Eq. (21).

2.4.3. Thermal balance in soil layers
To solve the EB in the soil layers, a temperature profile is

assumed. We adopted the two-layer thermal and three-layer mois-
ture soil profile structure as described in (Liang et al., 1999), where
temperature changes linearly with depth in the first thermal layer
and exponentially below it, as in (14) and (15):
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TðzÞ ¼ T0
soil þ

z
d1

ðT1
soil � T0

soilÞ; 0 < z < d1 ð14Þ

TðzÞ ¼ T2
soil þ e

�z�d1
dp ðT1

soil � T2
soilÞ; z P d1 ð15Þ

where d1, d2, and dp represent the thickness of the first and second
thermal layers and the dampen depth, respectively.

The conductive heat flux within soil layers is given by Eq. (16),

G ¼ �j @T
@z

ð16Þ

where j is the thermal conductivity of the soil (in Wm�1 K�1) and z
is depth (in m).

Since conductive heat exchange exists only between soil layers,
the temperature of the boundary between the first and second lay-
ers, T1

soil, can be solved for using the EB in the second thermal layer,
as given by Eq. (17),

T1
soil ¼

A� T1�
soil þ B� T0

soil þ C � T2
soil

Aþ Bþ C
ð17Þ

where T1�
soil is the boundary temperature between the first and

second soil layer during the last time step and T2
soil is the dampen

temperature in the very deep soil, which does not change signifi-
cantly with time; parameters A, B and C are defined below:

A ¼ c2p soil � dpð1� e�d2=dp Þ=Dt ð18Þ

B ¼ j1=2d1 ð19Þ

C ¼ �j2ð0:5� e�d2=dp Þ=dp ð20Þ
Fig. 3. Description of the testing basin region including (a
where cip soil and ji are the specific heat and thermal conductivity of

the ith soil layer. Therefore, T0
soil is the only unknown we need to

solve for numerically, using the EB of the surface soil layer.
Substituting Eq. (14) for (16), the conductive heat (ground flux,

G ") from the surface soil layer to the upper space is given by

G "¼ �j T1
soil � T0

soil

d1

 !
ð21Þ

The total conductive heat loss in the first layer is given by:

G ¼ 0:5 G " �j2

dp
T2
soil � T1

soil

� �� �
ð22Þ

The net radiation, Rn, and sensible heat, H, recede to zero when
snowpack is present. Otherwise, Rn is computed by Eq. (13), and H

is calculated by Eq. (5), replacing Tint with T0
soil and recalculating the

ra value at the height of soil roughness. In case a vegetation cover
exists, the energy consumed by ET has been accounted for in the
canopy layer. Then the latent heat, E, in soil layers vanishes to zero.

In the bare soil case, soil water can be evaporated in two differ-
ent ways: either from the first moisture layer at rate RE, given by
the Arno model (Franchini and Pacciani, 1991), and the consumed
energy is calculated by the following equation:

E ¼ LsqwRE ð23Þ

or from three layers at different resistance, as in (Wang et al., 2011).
We have created user options for these two different evaporation
algorithms for bare soil.
) terrain, (b) land cover type and (c) imperviousness.
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2.4.4. Thermal balance in the encapsulating atmosphere
As discussed in Section 2.4.1, the EB equation for the surround-

ing air needs to be solved when snow is intercepted. Rn, E, DM, and
DH vanish in this air layer. The sensible heat in this layer is the sum
of the sensible heat of the canopy, the understory, and the above
air. If the ground is free of snow, G needs to be added to the EB
of this layer.

2.5. Numerical solver of the EB equation-set

Each white block in Fig. 2 represents an EB equation to solve.
Since sensible and conductive heat may be exchanged across lay-
ers, however, the temperature of neighboring layers affects the
EB of the given layers. Therefore, solving EB is equivalent to solving
a set of nonlinear equations.

As mentioned in Section 2.4.2, the non-differentiable EB as a
function of the snow temperature cannot be solved by traditional
numerical solvers. Consequently, we implemented the modified
Broyden’s method (Press, 2007). When snow exists only on the
ground, T1

pack and T0
soil are the two unknown temperatures to solve

for. We first set T1
pack to zero and solve for T0

soil. If the convergence is
achieved within a limited number of iterations, the solution is
found and the solver exits. Otherwise, it indicates that T1

pack is not

zero, and then we treat both T1
pack and T0

soil as unknowns and solve
the equation-set again. Naturally, if snow exists both on the canopy
and the ground, the EB system will be solved with up to four iter-
ations. This modification successfully resolves the convergence
problem and reduces the number of iterations. In practice, we set
ten as the maximal iteration times for one trial. It usually takes
(a)

(b)
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four to five iterations to converge. Consequently, closed energy bal-
ance is always achieved in the simulation of a land surface process.

Applying the numerical solver at fine spatiotemporal resolution
is computationally expensive. For this reason, we implemented the
model on a high-performance computer (HPC) and used �200
cores for simulating the land surface process. Parallel computation
was implemented by evenly distributing basin grids to different
cores. Moreover, within each core, vectorization was applied to
optimize the computational efficiency of the equation solvers
(Van Der Walt et al., 2011). Vectorization was implemented using
the MATLAB platform, which further increased the computational
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cally, we added a time lag parameter (in time step) of snowmelt
flow that can be optimized through calibration.

2.7. Error metrics

Pearson correlation (R), root mean squared difference (RMSD),
and normalized RMSD (NRMSD), given by equations (24) and
(25), are used as error metrics of SWE. The concentration at high
R value (0.9–1) and low NRMSD (0.1–0.7), shown in Fig. 5(c)–(e),
suggests good performance on simulating SWE. The Nash-
Sutcliffe coefficient (NSCE), given by equation (26), and relative
bias are employed to assess the ET simulation. Concentration at
high NSCE (0.7–0.9) and low relative bias (–5% to 10%) indicates
good performance on simulating ET.
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Table 3
Vegetation parameters. All parameters are cover-type dependent and parameters
before hwind changes every month.

Parameter Description Unit

a Shortwave albedo N/A
r Roughness length m
h Displacement height N/A
hwind Wind measured height m
tr0 Minimum incoming shortwave radiation to trigger

transpiration
W/m2

sR Radiation attenuation factor N/A
swind Wind speed attenuation factor N/A
bc Whether the type Has a canopy layer true|false
rtrunk Trunk ratio N/A
di, i = 1,2,3 Root zone thickness m
fi, i = 1,2,3 Root zone fraction N/A
r0 minimum stomatal resistance to evaporation s/m
rc Architectural resistance to evaporation s/m
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3. Data, study area, and model parameterization

3.1. Input datasets and model parameters

Various meteorological and remote-sensing forcing data, and
static model parameters, including vegetation, soil hydraulic, and
land use parameters, are needed to run the precipitation-runoff
module of CREST-SVAS. The datasets used in this study are listed
in Table 2. The North American Land Data Assimilation System
(NLDAS-2) meteorological dataset (Xia et al., 2012a,b) and the
GLASS Leaf Area Index (LAI) have records of more than 30 years
and were selected for this study to represent our forcing data. Land
cover was obtained from the Moderate-Resolution Imaging Spec-
troradiometer (MODIS) land cover product, MOD12Q1, which
defines the 500-meter grid resolution of the simulation. The imper-
vious ratios were extracted from the Connecticut’s Changing Land-
scape (CCL) and the National Land Cover Databases (NLCD) at 30 m
resolution that are classified based on the Landsat surface reflec-
tance, and then aggregated to the 500 m model-grid resolution.
The vegetation parameter table (listed in Table 3) defines the veg-
etation properties that affect the ET rate and thermal aerodynamics
and was obtained from (Calder and Maidment (1992), Ducoudré
et al. (1993), Jackson et al. (1996)). Soil hydraulic properties were
computed based on Saxton and Rawls (2006), using the 0–2 m
(six-layered) soil characteristics from SoilGrids (Hengl et al.,
2014). The study period supported by the atmospheric and LAI
datasets is 1979–2012. Simulations were performed at hourly time
step.

The routing module of CREST requires terrain data, including
the digital elevation model (DEM), flow direction (FDR), and stream
network. Global maps of these datasets at 3, 15, and 30 arc-secs
can be obtained from maps based on SHuttle Elevation Derivatives
at multiple Scales (HydroSHEDS) (Lehner et al., 2006). The U.S.
maps can be obtained from the National Hydrographic Dataset
(NHD) (Simley and Carswell, 2009) at 30 m spatial resolution. In
this study, we used the 15 s (�500 m) version of the HydroSHEDS
Table 2
Distributed Parameters used in the CREST v3.0.

Variable Source

Dynamic Weather Forcing total precipitation NLDAS2 (http://ldas.g
NLDAS2forcing.php)air temperature

downward shortwave radiation
downward long wave radiation
humidity (specific or relative)
pressure
wind speed

Dynamic Surface Property LAI GLASS LAI

(http://www.glcf.umd
Static Parameters Vegetation Parameters Table (Calder and Maidmen

(1993), Jackson et al.
Land Cover MCD12Q1

(https://lpdaac.usgs.g
discovery/modis/mod
mcd12q1)

Impervious Area Fraction Connecticut’s Changin
(http://clear.uconn.ed
index.htm)
National Land Cover D
mrlc.gov/nlcd2011.ph

Saturated hydraulic conductivity Soil hydraulic proper
Saxton’s model (Saxto
soil texture and chara
from
SoilGrids (https://soil

Field Capacity
Wilting point soil moisture
Saturated Soil Moisture
Organic matter
Bulk density
Routing Parameters Calibration. Definition

2016; Wang et al., 20
dataset. Routing parameters, except the newly developed
snowmelt-runoff time lag (discussed in Section 2.6), are inherited
from the previous version of CREST (Shen et al., 2016). Since rout-
ing parameters are either conceptual or difficult to derive on a
physical basis, we optimized them using the automated Shuffled
Complex Evolution University of Arizona (SCEUA) algorithm
(Duan et al., 1993, 1992).
3.2. Study area

We tested our modeling framework based on the Connecticut
River Basin, a complex terrain that represents a drainage area of
�29,200 km2 and the maximal, minimal and mean elevation of
1801 m, 0 m, and 303.97 m respectively, as shown in Fig. 3(a).
The Connecticut River originates at the U.S. border between Que-
bec and New Hampshire; it then drains via Vermont, New Hamp-
shire, Massachusetts, and Connecticut and discharges into the
Long Island Sound. Snowmelt in the study basins significantly con-
Spatial Resolution Temperal
Resolution

sfc.nasa.gov/nldas/ 0.125� 1 h

.edu/data/lai/)

0.05� (�5.5 km) (1982–1999)
1 km (2000-present)

8 days

t (1992), Ducoudré et al.
(1996))

N/A monthly periodic

ov/dataset_
is_products_table/

500 m 1 year

g Landscape
u/Projects/landscape/

atabase (http://www.
p)

30 m 1 year

ties are computed by the
n and Rawls, 2006)using
cteristcis downloaded

grids.org)

1 km/250 m N/A

please See (Shen et al.,
11)

Uniform N/A

http://ldas.gsfc.nasa.gov/nldas/NLDAS2forcing.php
http://ldas.gsfc.nasa.gov/nldas/NLDAS2forcing.php
http://www.glcf.umd.edu/data/lai/
https://lpdaac.usgs.gov/dataset_discovery/modis/modis_products_table/mcd12q1
https://lpdaac.usgs.gov/dataset_discovery/modis/modis_products_table/mcd12q1
https://lpdaac.usgs.gov/dataset_discovery/modis/modis_products_table/mcd12q1
http://clear.uconn.edu/Projects/landscape/index.htm
http://clear.uconn.edu/Projects/landscape/index.htm
http://www.mrlc.gov/nlcd2011.php
http://www.mrlc.gov/nlcd2011.php
https://soilgrids.org
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tributes to spring flows and flood events, while rainfall from
storms primarily contributes to the floods occurring in summer
and autumn. The climate type of the study region is humid conti-
(a)

(b)
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precipitation are all experienced over the study area. Deciduous
broadleaf and mixed forest dominate the overland area, buildings
take up a large fraction along the downstream of the Connecticut
River and coast, and agricultural lands are distributed along the
Connecticut River, as suggested by Fig. 3(b). As the imperviousness
in a given area depends on how built up the area is, it is high along
the downstream of the Connecticut River and coast, as shown by
Fig. 3(c). The densely distributed vegetation and canopy cover, as
well as the meteorological conditions of the region, indicate a need
to explicitly account for snow interception, accumulation and abla-
tion, as well as evapotranspiration processes over the basin.
4. Results and model validation

Both the simulated land surface variables and stream flows
were used in this study to evaluate the accuracy of the proposed
model. Specifically, we used ET and SWE of the snowpack datasets
(Section 4.1) retrieved from satellite observations and through data
assimilation, respectively, and U.S. Geological Survey stream flow
measurements in the Connecticut River (Section 4.2).

4.1. Validation of land surface simulations

The simulated ET and the snowpack in SWE were validated
against third-party observations. The simulated ET was compared
against the MODIS ET product (Zhang et al., 2010) and the simu-
lated SWE of the snowpack against the SWE in the Snow Data
Assimilation System (SNODAS) dataset (https://nsidc.org/data/
g02158). Both are regarded as the best available gridded reference
datasets for validation of the model ET and SWE parameters
(Tedesco and Narvekar, 2010). To moderate random error effects,
variables of the land surface process are conventionally validated
at basin-average (or one-gauge point) and monthly time scale
(Liang et al., 1994; Parr et al., 2015). With such averaging, however,
one cannot evaluate the modeling skill at fine spatiotemporal res-
olution, which is critical to many applications, such as simulation
of flood processes. In this study, we strictly validated our model’s
simulated ET and SWE parameters at high spatial resolution,
namely 8 km � 8 km grid cells, which represents the spatial reso-
lution of MODIS ET, and at daily temporal resolution. Since the
model ran at 500 m spatial resolution and hourly time step, model
outputs were averaged spatially within each 8 km � 8 km grid cell
and aggregated to daily. The SWE outputs of the ground snowpack
were also averaged within the same spatiotemporal scale.

The validation results of ET and SWE variables are given in Fig. 5
and Fig. 4, respectively. The average NSCE and average relative bias
of simulated ET vs. the MODIS daily ET product are 0.77 and 6.79%.
The average correlation of and normalized root mean square error
of SWE estimates of simulation vs. SNODAS are 0.94 and 19%.

Using the HPC computational resources as introduced in Sec-
tion 2.5, we were able to complete the computation over 180,000
grid cells and 298,008 time steps (�34 years at hourly time step)
within 40.6 h. This performance is the combined effect of using
parallel and vectorized computation.

4.2. Validation of the stream flow simulations

Fig. 6 compares the CREST stream flow simulations against the
USGS observations at Thompsonville (gauge No. 01184000,
denoted by the green triangle in Fig. 3) during 1990–2012, the per-
iod for which the USGS flow data are available. The model simula-
tion with the snowmelt time-lag being optimized as 26 days (Fig. 6
(b)) exhibits better agreement with USGS stream flows than the
simulation without the lag parameter (Fig. 6(a)). The NSCE of the
entire period increases from 0.42 to 0.58, while the NSCE of the
timespan after 2002 increases from 0.60 to 0.63. The necessity of
the snowmelt time lag adjustment parameter is consolidated by
examining spring floods, shown in Fig. 6(c) and (f), when the snow-
pack is considerably melted. The simulation without the time lag
adjustment (red line) tends to overestimate significantly the flow
rate before the real floods are formed. As a consequence, during
the actual peak time, the simulation underestimates the actual
peak flow.

The time lag effectively addresses this problem, capturing the
flood peaks during snowmelt periods (green line) without affecting
the flood hydrographs during the summer and fall flood periods.
The evidently low model performance shown in Fig. 6(a) from
1990 to 2001 is because the major floods during the first decade
were mostly spring floods, whose peak values were significantly
underestimated without delaying snowmelt-contributed flow. In
the second decade (2002–12), due to possible global warming
effects (warmer winters), autumn floods became dominant in most
years, in which the model performance was not affected by the
time lag. Fig. 6(c)–(f) not only verify that snowmelt-contributed
flood events are well captured by the proposed model; they also
demonstrate the value of introducing the snowmelt flow delay
factor.

Due to the significant contribution of snowmelt, floods in the
Connecticut River Basin have not been well captured by existing
models (Dis et al., 2015; Parr et al., 2015). Most of these applica-
tions have reported NSCE scores of daily discharge simulations
around 0.3. As shown in this section, the model proposed in this
study improves simulation accuracy by physically coupling the
snow accumulation/ablation with other water cycle processes in
the SVA structure.
5. Closing remarks

In this paper, we presented the development of a high-
resolution hydrological modeling framework aimed at improving
simulations of snow-affected runoff generation processes, which
are commonly expected in mid- and high-latitude regions. The
model is physically based and integrates the most advanced energy
balance concepts with remote sensing, atmospheric, soil survey,
and GIS datasets. A new snowmelt flow delay parameter was intro-
duced to better capture the magnitude and timing of snowmelt
contributions to flood events. Without calibration, the
precipitation-runoff module predicted ET and SWE variables with
higher accuracy than what has been reported in past studies. This
improved representation of snow processes in runoff generation
improved the accuracy of stream flow simulations relative to per-
formances reported in previous studies for this region.

Due to its computational efficiency and strong physical basis,
this model can be used to conduct long term (>30 years) and
high-resolution hydrological simulations at regional scale and for
complex snow-affected basins. The accuracy reported in this study
indicates that the model can be effectively applied to support
physically-based estimations of flood frequencies of ungauged
basins, by capitalizing on available long-term atmospheric reanal-
ysis datasets that can span longer periods (35–50 years) than avail-
able hourly USGS flow datasets. Furthermore, the adaption of high
resolution has prepared the model for future high-resolution mete-
orological data forcing in a comparable resolution (Zhang et al.,
2016).
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